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Abstract 

In major construction projects the planning process is often labor-intensive and complex. From conceptualisation 
to project closeout, schedules must be managed and adjusted, often leading to bottlenecks that impede project 
flow. Project planners grapple with time-consuming manual inputs, frequent reworks, and the need to account for 
numerous interdependent activities in large and complex schedules. These challenges can result in scheduling 
delays, reduced visibility of key project issues, increased time to course-correct in projects, and increased costs, 
making efficient planning a persistent struggle in the construction industry. 
 
This paper introduces Schedule Studio, a generative AI technology that transforms how construction schedules are 
created and kept updated. Leveraging the largest database of construction schedules globally and using plain text 
inputs, this tool automates the creation and iteration of detailed schedules, making the process faster, more 
flexible, and more impactful to project decision making. Key advancements in the fields of document processing 
and generative AI have made this innovation possible.  
 
This paper also introduces a real life demonstration of this technology. This practical example illustrates how 
Schedule Generation not only streamlines planning but also has the potential to drive cross-disciplinary 
improvements, making it a transformative tool for modern construction planning. The trends in technology 
development and the reducing cost of such technologies will inevitably lead to its applications in the planning 
domain.  
 
Given the current status quo in planning and the increasing maturity of schedule generation technology, the likely 
future of planning is one where the burden of manual reporting work is alleviated, schedules are routinely built 
using AI, and planners are freed to focus more on proactive horizon scanning, development of different delivery 
options, and the assessment of systemic risks. 
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Introduction 

Construction projects, particularly the larger ‘mega’ and now ‘giga’ projects, are predicted to represent $9 trillion of 
spending in 2025 [1]. Delivering them successfully requires teams and plans of enormous complexity. At the same 
time, they are of rising global importance as they shape and reshape the fabric of society. For example, the 
successful deliveries of mega and giga-projects in infrastructure are crucial to reducing carbon emissions. Spending 
on infrastructure represents roughly 14% of global GDP [2] and yet the record of project delivery has been 
consistently below expectations with cost and schedule overruns nearly ubiquitous [3] and attempts to curb this 
routinely falling short [4].  
 
The root causes of the generally accepted record of project overruns have been explored in detail. The range of 
biases that influence human judgement both consciously and subconsciously [5] and the nature of projects as 
complex systems [6] are both well known and will have been experienced by anyone familiar with major 
infrastructure projects. Planning and scheduling are inextricably linked to this problem as the project schedule that 
the planning function develops, and ultimately owns (though effective planning requires input from all teams), is 
the key contractual document that informs delivery strategy as well as progress reporting, delay claims, and 
payment when key milestones are reached. 
 
However, producing high quality schedules and then maintaining them is a substantial burden, especially in light of 
increasing demand for critical infrastructure and an aging workforce [7]. In particular, the following pain points are 
prevalent in the planning community: 

1.​ Very large quantities of diverse data need to be sourced, understood, interpreted and actioned on in very 
short timeframes. 

2.​ Certainty must naturally decrease further into the future but projects are necessarily planned as though 
the future is knowable. The difficulty with larger projects is exacerbated greatly by the complexity inherent 
in tens of thousands of lines of schedule. 

3.​ The time constraints and complexity mean that it is exceedingly difficult to look forward strategically and 
plan for different delivery scenarios and to effectively learn lessons to inform future projects. 

 
With the great improvements made in the field of artificial intelligence (AI) and the emergence of mature AI 
solutions for related problems such as risk analysis [8, 9, 10], the field of planning is primed to take advantage of 
this technology, supported by their increasing acceptance as a commonplace tool in infrastructure projects, and the 
pressures on the industry to deliver more, faster, while not sacrificing quality or cost. Generative AI is a particularly 
exciting opportunity here as it allows not only for predicting the outcomes of plans based on past data but also 
enables the generation of documents relevant to planning, risk management and project management. Since the 
launch of ChatGPT, a chatbot based on Large Language Models (LLMs) [11],  these capabilities have been widely 
known in the community and have been integrated in various products used in the industry.  
 
Furthermore, information in the construction industry is increasingly becoming digitized and shared in real time 
across platforms like Procore, SharePoint, and Microsoft Teams. This interconnected ecosystem has greatly 
enhanced collaboration among project stakeholders, offering streamlined document-sharing workflows and 
continuous visibility into project updates. Virtual meetings and email communications are now routinely captured 
and stored, ensuring that critical information is accessible for future reference and integration with other 
applications. Such practices not only enhance transparency but also provide a comprehensive repository of project 
data that can be leveraged for advanced tasks like planning and scheduling. 
 
These practices represent an opportunity for generative AI methods to enhance productivity within the 
construction industry. Recognizing the value of integrating with existing digital ecosystems, LLM providers are 
actively developing solutions that seamlessly connect with various data sources. This focus on integration allows 
LLMs to access pertinent context, enabling them to generate more accurate and personalized outputs. As these 
models continue to evolve, their ability to embed within users’ workspaces and provide tailored, specific answers 
will become a key differentiator in the market. However, even with these advances in collaboration technology, 
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creating and maintaining comprehensive construction schedules - from conceptualization to project closeout - 
remains a challenging and time-consuming endeavor. 
 
In particular, producing schedules for construction projects has so far been impossible with generative AI. 
Schedules are large and complicated data structures represented by graphs with activities and logical connections 
between these activities and milestones. Other information contained in a schedule are work breakdown 
structures, task lengths, lags etc. making a construction schedule a complicated amalgam of structured and 
unstructured data. This is what has so far made the generation of schedules impossible with generative AI. In this 
paper, a solution to this problem is presented: Schedule Studio is a generative AI system with the ability to produce 
and iterate on complex project schedules. The paper will first describe in detail how the status quo in planning and 
scheduling of major infrastructure projects struggles to meet the requirements of the modern world. It will then 
discuss  the fundamental underpinnings of cutting edge AI technologies to understand the convergence of factors 
that make LLM-based schedule generation possible. After presenting the solution developed by the authors, the 
implications for how projects will be delivered in the future is explored. 

Key Pain Points in Project Planning 

The planning and scheduling functions have been under particular pressure in recent years within mega and 
giga-projects as well as in smaller projects. Throughout the life cycle of a project the project planner (or planning 
function) is the custodian of the schedule, responsible for developing and iterating on the schedule in line with 
contractual requirements. Most projects, whether large or small, require a monthly periodic update to the 
schedule that reflects the actualisation of tasks, the changes to schedule logic (including additional or dropped 
scope), and any resulting change in the logic driven dates of key milestones. This process is defined in the 
organisation’s planning handbook and must comply with the project contract. On smaller projects there may be a 
single planner covering a number of projects in a programme, whereas on large projects there may be an entire 
team of planners for each section of the project.  
 
Regardless of scope, scale, or size, the problems faced by planners every day are similar. The following key pain 
points in the planning process have emerged as bottlenecks to improving project deliverability and elevating the 
planning profession within the project delivery community. This section will step through the high level lifecycle of 
major infrastructure projects and highlight key issues at each stage. 
 
It should be stated at the outset that it is not the position of the authors that AI will replace the planning function 
in megaproject delivery. Rather, the introduction of AI Schedule Generation will serve to elevate the planning 
function and unlock greater strategic value from experienced project professionals. 

Pre-FID 

Prior to the Final Investment Decision (FID) the primary issues faced by planners are threefold: 
 

1.​ The tight timelines mandated and the sheer volume of information to be obtained, understood, and then 
integrated into the resulting plan. 

 
The pre-FID stage requires the synthesis of diverse inputs, including engineering specifications, procurement 
strategies, environmental assessments, regulatory compliance, stakeholder requirements, and financial models. 
The interdependence and dynamic nature of these inputs present significant complexity, often compounded by 
strict deadlines. The compressed timelines typical of the pre-FID phase place immense pressure on planners to 
deliver comprehensive and actionable schedules. The speed at which data must be obtained, analyzed, and 
incorporated into the project plan often limits the opportunity for thorough validation and iterative refinement. As 
a result, there is an elevated risk of incomplete or misaligned data impacting the accuracy of early project plans. 
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It is not unusual for tender teams to have to access, interrogate, understand, and then integrate thousands of 
pages of complex documents [12] and then formulate a coherent delivery strategy that both meets tender 
requirements in terms of time and cost, but also does not expose the contractor to undue levels of risk. 
 

2.​ The reality that certainty must decrease further into the future, yet multi-year projects require detailed 
plans with hard dates for key milestones up front. 

 
The challenge of declining certainty over time is a central concern for even expert planners. The further a project 
looks into the future, the greater the difficulty in predicting key variables, including material costs, resource 
availability, labor markets, regulatory requirements, and stakeholder expectations, without considering wider 
macroeconomic events as have been experienced in the last 5 years. This inherent uncertainty undermines the 
feasibility of generating a detailed and reliable schedule that extends years into the future. 
 
At this stage, planners must acknowledge the limitations of deterministic scheduling approaches. Attempting to 
lock in a detailed schedule based on assumptions that are likely to change can create unrealistic expectations 
among stakeholders and lock the project into an inflexible framework. Such rigidity increases the likelihood of 
costly delays and rework when unforeseen changes inevitably occur later on. 
 
One approach to overcoming this inherent uncertainty problem is the rolling wave planning approach. This involves 
creating detailed schedules only for near-term activities while leaving long-term tasks at a higher level of 
abstraction. This iterative approach allows planners to refine details as more information becomes available, 
ensuring schedules remain realistic and actionable. However, when contracts require key milestone dates to be 
agreed in the baseline schedule, projects are still at risk of baking in significant risk and uncertainty as to their 
deliverability by not building out a more detailed plan up front. Additionally, where projects are access driven - for 
example rail projects requiring possessions or transmission projects requiring energisation - this problem becomes 
fractal in nature, with multiple hard milestones to plan for and inadequate certainty as to the deliverability of the 
required preparatory works. 
 

3.​ The shifting nature of demand - including renewable energy, nuclear, and data centres - means that 
contractors are shifting strategies to delivering work they are less familiar with. 

 
An emerging challenge for many contractors is the increase in demand for projects that the organisation may be 
unfamiliar with delivering, including those in nuclear (including Small Modular Reactor (SMR) projects), renewable 
energy, and data centre spaces. Some contractors have already started to pivot their strategy and pin their future 
profitability on the growth of these markets [13]. 
 
This shift in demand acts as a force multiplier for the previously explored problems of tight tender timelines and 
the rigidity of multi-year projects with teams forced to reckon with more unfamiliar, and hence riskier, project 
proposals. 

Construction 

During construction, the schedule that has been agreed upon during the tendering and contract award process is 
established as a baseline and then delivered against. Here, the planning discipline can be broadly divided into two 
camps:  
 

1.​ Operational planners: focused on the day to day process to collect data, update the schedule, and 
generate reports. This role is characterised by executing the same processes each month. 

 
In a highly process driven role, the points of friction in execution arise when information must be retrieved, 
integrated, and analyzed within a monthly cycle that imposes strict time pressures. Similar to the risk management 
process [8] the time pressure of each period within a project’s execution means that a majority of an operational 
planner’s time can be spent feeding information into reporting systems, rather than actioning this information. 
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The problems are exacerbated on larger programmes where multiple schedules may be managed independently or 
need integrating to give project leadership an overarching picture of progress and risk. The process of managing 
and integrating project schedules is highly labour intensive, requires deep experience and expertise, and is prone to 
error.  
 
Even if the labour and experience challenges can be overcome there is still the issue of the resulting integrity of the 
outputs. There are many tools - both proprietary and in-house - that analyse the integrity of a schedule and it is 
widely recognised that better schedule integrity is correlated with better project outcomes (though the degree of 
causality is debated) [14, 15]. Without strong schedule integrity the results of any schedule analysis - even a simple 
critical path analysis that provides project leadership with insights into key drivers of completion - is fatally 
undermined.  
 

2.​ Strategic planners: focused on the deliverability of the project and how potential threats can be mitigated 
and avoided. This role is generally more free-form and less constrained by a defined process, however it is 
still fundamentally constrained by the nature of plans, and planning and cadence based project execution 
systems. 

 
Strategic planning is generally undertaken on larger megaprojects where the potential for exogenous shocks and 
emergent properties from the complex nature of the project schedule make it necessary to engage in strategic 
foresight. Complexity is a concept that humans struggle with, often being confused for the more commonplace 
‘complicated’, and it is this complexity of large schedules, meaning that the knock on effects of delays are almost 
impossible to foresee manually, that makes strategic planning so necessary. 
 
As projects are progressing, the task of exploring schedule and delivery options and developing more detailed plans 
for later stages (either when using the rolling wave planning methodology or when developing commissioning or 
turnaround plans) falls to the strategic planning function. However, the sheer size of this task often means that 
good intentions fail to deliver. When combining rigid contractual requirements with rigid deterministic schedules 
that are routinely tens of thousands of lines long (one schedule the authors recently analysed was over 140,000 
lines), the ability of human planning teams to explore schedule options is intrinsically limited. Rather than being a 
continuous process of exploring the solution space of delivery, delivery scenarios are more routinely explored at 
pre-defined phase gates which limits the utility of the exercise. 
 
At critical junctures of the project, such as rebaselining exercises, the exigent circumstances demand a detailed 
response in the form of an exploration of schedule options that are truly deliverable. Projects in delay are under 
intense time and cost pressure and so at the time when the widest variety of delivery options should be explored, 
projects are still constrained by the usual time, cost, and contractual pressures.  
 
The ability to quickly and efficiently react to the need to develop a new reality and generate a series of feasible 
delivery solutions while respecting existing constraints is a key challenge within strategic planning. Attempts have 
been made within the academic sphere to address this challenge, for example, with Dynamic Adaptive Planning 
(DAP) within the Decision Making under Deep Uncertainty (DMDU) framework [16], but thus far this approach has 
not become mainstream due to the infeasibility of developing a pareto front of schedule options in sufficient detail. 

Project Closeout 

Project teams are transient entities that are constituted and then dispersed approximately every two to four years. 
This makes learning lessons from a wide range of projects hard, and applying them to new projects even harder 
[17]. Lessons learned exercises attempt to capture the learnings from each project that the organisation feels are 
pertinent for future projects but are inherently limited by the flux of personnel across the life of the project, the 
diminishing quality of memory over time when looking back from the end of a project (when lessons learned 
exercises are generally carried out), and the biases that influence human perception which skew how one views 
events, and therefore how one learns from them. 
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While the volume of physical work to be executed during project closeout is lower than during the construction 
phase, even for projects with detailed commissioning sequences, the volume of administrative work may actually 
increase at this time with the burden of compiling ‘as built’ and handover documentation exercises being placed on 
a smaller team. The competing priorities at this stage of the project means that lessons learned exercises can be 
performative and lack efficacy for large organisations. 

Applying generative AI to scheduling and planning 

The pace of evolution in AI technology directly relevant to the problem of building and updating construction 
project schedules is immense. In the past two years, the field has advanced from Language Models that were 
unable to answer simple questions correctly with any degree of reliability (and regularly hallucinated answers 
rather than admitting a lack of knowledge) to a point where the most advanced generative AI is able to tackle 
complex, hierarchical, and multi-level reasoning tasks with relative ease.  
 
It should also be noted that the cost of this intelligence is declining rapidly. In just the last two years the cost per 
token of GPT4 level intelligence has decreased by a factor of 240 [18]. This means that not only can generative AI 
be used to complete tasks that were previously thought to be exclusively the reserve of experienced knowledge 
workers, but also these models are able to do so for a rapidly decreasing cost, making this technology potentially 
affordable for projects and organisations of all sizes.  
 
The rapid advance of AI technology and the equally rapid decline in its cost makes it inevitable that these 
technologies will come to be applied to the complex task of project planning. In this section, the main capabilities 
and functionalities that are necessary to build such a generative AI planning system are laid out. 

Gathering and Synthesizing Project Requirements 

Planning in construction project management often hinges on the ability to interpret extensive, multi-format 
documentation and translate it into actionable guidelines. As discussed in the previous section, planners must 
reconcile diverse inputs - ranging from design blueprints and regulatory policies to contracts and resource 
constraints - while ensuring that final deliverables meet both deadlines and quality standards. Traditionally, this has 
been a time-consuming endeavor, demanding meticulous reading, cross-referencing, and distillation of technical 
details. 
 
Increasingly, Large Language Models (LLMs) offer new avenues for automating parts of this synthesis. While models 
like OpenAI’s GPT-4 [19] and Google’s Gemini [20] demonstrate remarkable skill in understanding and generating 
text, their out-of-the-box usefulness for construction projects can be limited by the absence of project-specific 
knowledge. As a result, while they can provide generalized insights, they struggle to address nuanced queries that 
require proprietary data or involve projects initiated after their training cutoff date. 
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Figure 1. An illustration of Retrieval Augmented Generation (RAG) 
 
Retrieval-Augmented Generation (RAG) has emerged as a key strategy to address this gap, enabling LLMs to 
incorporate proprietary or recently updated information [21]. RAG operates by augmenting model prompts with 
relevant passages from project documents at query time. For example, an LLM prompting workflow might: 

1.​ Index documents (text, images, or structured data) from project archives (i.e. a data lake) 
2.​ Identify the most pertinent sections (e.g., snippets detailing building codes or a line item from a resource 

plan) utilising retrieval methods [21] 
3.​ Feed this data into the LLM as context alongside the instruction prompt 

 
This workflow is illustrated in Figure 1. RAG solutions can substantially improve the accuracy and relevance of 
LLM-generated insights - an essential capability for building detailed schedules that accurately reflect current 
project conditions. Consequently, building an efficient retrieval system becomes crucial to identify and deliver the 
most pertinent data to the generative task at hand - e.g. generating the Work Breakdown Structure (WBS). 

From Documents to Insights: Challenges in Data Preparation 

Modern construction projects generate and rely on a vast array of documents - ranging from text-heavy 
specifications and contracts to intricate blueprints, tables, and annotated diagrams. For AI-driven schedule 
generation to be truly effective, these documents must be converted into a format that LLMs can process and 
understand. Achieving this involves overcoming several challenges, from accurately parsing complex layouts to 
understanding and translating diagrams and drawings. 
 
One of the first steps in designing a RAG workflow is extracting text from documents with heterogeneous 
structures. Although Optical Character Recognition (OCR) is a common tool for digitizing paper or PDF documents, 
it often struggles with: 

●​ Complex tabular data in resource estimates or work breakdown structures 
●​ Visual elements that can’t be captured purely as text - e.g. diagrams, blueprints 
●​ Handwritten notes or layered comments that require more advanced recognition 

 
Recent developments in AI have facilitated more sophisticated approaches beyond traditional OCR. Vision 
Language Models (VLMs), trained on both text and visual features, can interpret document structures (headings, 
columns, image boundaries) and preserve relationships between different elements [22]. Additionally, these 
multi-modal1 models integrate visual and textual inputs - enabling them to understand and extract key information 
from images or diagrams directly, which is particularly advantageous in construction projects where visual data 
often carries critical information. 
 

1 multi-modal means the model accepts multiple modalities such as text, images, video etc. 
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The advancements in document understanding and retrieval (RAG) technologies, combined with the capabilities of 
LLMs, address a critical need in project scheduling: the ability to efficiently integrate information from diverse 
sources. Construction projects often involve a wide array of documents, all of which must be synthesized, analysed 
and integrated to create accurate and realistic schedules. Without the aforementioned technologies, the process of 
extracting, structuring, and utilizing this information would remain fragmented and inefficient, limiting the 
potential of LLMs to generate meaningful outputs. This integration of cutting-edge AI ensures that project 
schedules are informed by the right data, supporting better decision-making and more effective project 
management. 

Generating Schedules 

Construction project schedules are very complex data structures. A typical schedule is composed around key 
phases (planning & design, procurement, construction, handover, closeout etc.) and milestones (drywall installed, 
final permits etc.), guiding the project from inception to completion. Furthermore, schedules are commonly broken 
down into a Work Breakdown Structures (WBS) - a hierarchy of progressively more granular deliverables, work 
packages and finally, thousands of individual project activities. Alongside its name, each such activity has further 
information and meta-data associated with it. Finally, all of the schedule’s activities are connected together, 
encoding their intricate interdependencies that dictate project activity ordering and scheduling. 
 
In a general sense, LLMs operate purely on text, ingesting input tokens to then generate output tokens [23] 
(essentially taking a text input and producing a text output). It is through this process that higher-level artificial 
intelligence capability emerges (e.g. question answering, report generation, conversing with humans and more) 
[24]. As such, it is challenging to even imagine how such a purely text-based system could be used to generate 
construction project schedules - complex amalgamations of both structured and unstructured data. However, over 
the past several years, new developments in Large Language Models (LLMs) and the supporting technologies 
discussed in the previous section have created fertile ground for automating the generation of these project 
schedules from raw source documents, design files, communications, and other data. Broadly, five major areas of 
advancement have been pivotal: 

Increased Cognitive Capabilities - Parameters 

The core of knowledge (concept associations) and capabilities possessed by LLMs is encoded within their 
parameters [25, 26]. LLMs are referred to as "Large" Language Models precisely because of an increased number of 
these parameters compared to any other models in Machine Learning. Since 2017, parameter count in Language 
Models has grown from around 350 million (BERT [27]) to nearly 2 trillion (OpenAI GPT4) [28] - an exponential 
jump in scale [29]. A larger parameter space allows the model to encode more nuanced information acquired 
during training, including more nuanced associations between concepts. This in turn, when combined with a large 
enough set of training data, allows higher-level cognitive capabilities to emerge - capabilities essential for a task as 
complex as project planning. 

Increased Cognitive Capabilities - Data 

To "fill up" these parameters with concepts, and to teach the models to convey them through language, LLMs are 
trained by being repeatedly presented with vast amounts of diverse text obtained from various sources [30]. Since 
2017, the size of training datasets has increased from 3.3 billion tokens (BERT) or 2.5 billion words, to 13 trillion 
tokens (OpenAI GPT4) [28, 31]. Models have increased in size as well to the point where the largest LLMs contain 
compressed within them, nearly the entire publicly available knowledge from the internet, as well as books, 
textbooks, proprietary data sources, online conversations from forums and more [32]. In large, complex 
construction projects, it is common for stakeholders to come from diverse backgrounds - engineers, architects, 
legal teams, and environmental specialists, among others [33]. Modern LLMs are often equipped with baseline 
knowledge in all of these areas and can help fill in gaps where a single discipline’s expertise may not suffice [34]. 
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In the realm of schedule generation, these exponential improvements translate into improved ability to, for 
example, suggest logical dependencies between schedule activities and spot potential conflicts or logical errors 
early during schedule conceptualisation. At the same time, by accommodating more nuanced contexts, larger 
models can lend support across multiple project phases. Whether it is the design phase, construction phase, or 
handover, the model is equipped to handle distinct sets of requirements without losing fidelity or relevance.  

Expanded Context Windows 

A common practice when working with LLMs is to include additional information in the "prompt" during 
generation. The model can leverage this information to then answer queries more factually and focus on the topic 
better, expanding its knowledge beyond that embedded in its parameters [35]. The amount of information that can 
be provided during query time by the user is known as the context window. In early 2023, LLM context windows 
maxed out at 4096 tokens (around 8 to 10 pages of A4 text) [36]. In as little as 2 years, this context window 
increased to over 1M tokens (with experimental models surpassing 10M) [37]. This larger context capacity means 
that entire design documents, building codes, contracts, textbooks and other project documentation can now be 
provided to the model for consideration during schedule generation. By ingesting such comprehensive data, an 
LLM can form a more holistic understanding of the project’s requirements, constraints, and objectives. Additionally, 
by grounding the generation context in the aforementioned sources of truth, LLMs are much less likely to 
"hallucinate" or fabricate information. 

Navigating Structures through Language 

The improvements in parameter size, diversity of training data and increased context windows in state-of-the-art 
LLMs also resulted in enhancement of ability to interpret, navigate and reason about structured data [38]. 
Traditionally, language models were seen as advanced text parsers; however, the newer generation of LLMs has 
shown remarkable progress in modelling hierarchical and interdependent structures [39]. Construction schedules 
can be conceptualised as large, interconnected network graphs of tasks, milestones, and dependencies. Whereas 
older models might only handle linear text, the newest LLMs can encode and interpret various types of structured 
information (tables, markup languages such as Markdown, JSON, YAML, XML and others) [40, 41]. As such, 
schedule graphs could be represented in various ways to become inputs and outputs of modern LLMs.  
 
However, graphs are not the only information structures embedded in project schedules. A WBS naturally forms a 
tree-like hierarchy of deliverables, packages, and activities. While early LLMs struggled with reasoning over such 
larger structures, recent models are better at hierarchical reasoning, which could allow them to comprehend how 
high-level phases decompose into more detailed levels and how to differentiate between them when generating 
parts of schedules [42]. 
 
By navigating complex schedule structures in an iterative, context-aware manner, next-generation LLMs can help to 
bridge the gap between raw project inputs (such as design documents or contract clauses) and the final, detailed 
project plan. 

Sequential Reasoning 

Construction project planning and scheduling are inherently complex processes that require advanced reasoning 
due to the dynamic and interdependent nature of tasks involved. Unlike other types of project management, 
construction planning must consider a multitude of variables, including task dependencies, resource allocation, 
regulatory compliance, safety requirements, and time constraints. 
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Figure 2. Prompting LLMs to think about the query before responding improves their accuracy and reasoning 
capabilities 
 
Early LLMs were constrained to generating immediate answers to queries posed by users by their parameters, 
training data and context windows, leaving little room for "thinking through" the problem. As improvements in 
these aspects continued to be made, state-of-the-art LLMs became much better reasoning machines. To attempt to 
address this, techniques such as Chain-of-Thought (CoT) prompting have been developed to encourage LLMs to 
think in a step-by-step manner before arriving at an answer, simply by asking them to: "think step by step" [42]. 
This greatly improved their reasoning ability [42, 43]. Building upon these methods, other, more complex forms of 
prompting approaches such as Tree-of-Thought [42] have been developed where the LLM can explore multiple 
potential reasoning paths formed from these aforementioned thinking steps, backtracking up the tree of thought if 
a given reasoning path did not arrive at a suitable solution to the problem. 
 
All of these advancements have recently culminated at novel reasoning LLMs such as O1 [44] from OpenAI or 
DeepSeek R1 [45]. These models have been proactively trained using Reinforcement Learning to break down 
complex tasks into smaller sub-problems which are then tackled independently. Once this "thinking" process 
completes, the final answer is generated and returned back to the user. In terms of applicability to automated 
schedule generation, for example, when creating a schedule for a multi-phase project like a commercial building, 
these models can determine a logical sequence for tasks such as site preparation, foundation laying, structural 
assembly, and interior finishing, while accounting for critical path considerations, overall project duration or other 
constraints. 

Schedule Studio - From Scope Document to Schedule 

The technological advancements described in the previous section have made it possible to build a solution, which 
in this paper is referred to as Schedule Studio, that ingests a request for proposal or scope document and outputs a 
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realistic schedule. Schedule Studio combines the technology described above and makes use of previous work in 
the schedule risk analysis domain [9]. 
 
It should be noted that while the technology underpinning AI schedule generation is mature, its application to 
construction project schedule generation is not and so this solution - the first of its kind published anywhere in the 
world to the knowledge of the authors - is necessarily an internal experiment rather than an example of a real 
project being delivered with an AI generated schedule. The delivery of a real-life project with a schedule initially 
developed or continually updated by AI is expected to be at least two years away given current technical maturity. 
 
Schedule Studio works by taking in documents commonly used at the start of projects to develop schedules - for 
example RFPs, scope documents - and generates a logically linked schedule in roughly 10 minutes. 
 
One of the key developments made in this research is to develop a construction project specific fact extraction 
process that can ingest documents several thousand pages long and identify and classify relevant facts and 
datapoints that will be pertinent for developing the schedule. This allows the system to rapidly distill the 
information germane to the process of building the schedule and collate it in one place. 
 
In Figure 3 (below) an example of this fact extraction process is demonstrated using a real RFP from an Interstate 
upgrade project from 2023. This document is several hundred pages long and contains text, tables, images, and 
tickboxes. While previous generations of Language Models were unable to handle such varied data structures and 
such document lengths it has been found that the Schedule Studio platform is able to accurately extract all 
pertinent information that human reviewers were also able to extract. However, this fact extraction process takes 
place within the 10 minutes it took to build the resulting schedule end to end, far faster than any human could 
digest such a large volume of information. 
 

 

Figure 3. Using Vision Language Models to extract factual information from a reference document 
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Filtering out only the salient information from documents ensures that any downstream LLM calls will not suffer 
from exceeding the context length and also that the models are focusing on the right information to build out the 
schedule. 
 
Once the fact extraction process is complete, the authors also found benefit in using an LLM to generate a 
summary of the overall project. This is useful in seeding the LLM to understand what the overall project is about in 
a few sentences. From the 100 page document above, a summary was created which is shown in Figure 4. The 
short summary is subsequently fed into all other LLM calls to improve the quality of, for example, the WBS 
generation and the project sequencing. 
 

 
Figure 4. A generated summary made by Schedule Studio from the reference document provided 
 
Once the project context has been established, the next step in the Schedule Studio pipeline is to generate a 
comprehensive WBS that captures the breadth of work and scope in the project. Figure 5 shows a subset of the 
WBS generated for this example Interstate project. Schedule Studio will iteratively develop down the WBS hierarchy 
with the goal of capturing all the necessary work that needs to be carried out from pre-construction all the way to 
project close-out. LLMs are quite effective at this task because of the amount of domain specific knowledge that 
they have been trained on from the internet. 
 
This is a natural step to invite comments and feedback from the planner-in-the-loop, before Schedule Studio 
continues generating the schedule based on the information it has created thus far. The summary and facts provide 
an interesting opportunity as an interface between the planner and the AI - the authors believe that the project 
summary, project facts, schedule assumptions are a suitable level of abstraction for planners to provide feedback 
and for the AI model to incorporate this feedback for future generations. Editing the source documents would be 
more prone to being ignored in the synthesizing process, while providing feedback at the granular schedule level is 
too low-level and time consuming for the planner. 
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Across several realistic trials of Schedule Studio, the authors found that LLMs are more prone to add more detail in 
the generated WBSs at the pre-construction and project close-out phases. This could indicate a bias in the LLMs 
where they have been exposed to much more of these kinds of activities than more technical, construction & 
engineering content. This opens up a future research avenue to fine-tune models on more technical engineering 
domain content to improve their reasoning capabilities in this area of project planning. This has shown great 
success in other domains such as mathematical reasoning, and coding [46]. 
 

 

Figure 52. A Work Breakdown Structure (WBS) generated by Schedule Studio for the example Interstate project 
 
The lowest level of the WBS tree generated can then be fed into the next step of the Schedule Studio pipeline, 
which is all about how to sequence the work on the project. This step is significantly more complex for an LLM as it 
requires reasoning about what areas of the project have direct / indirect dependencies, to understand what needs 
to be done in sequence or what can be done in parallel. The current version of Schedule Studio also does not 
consider resourcing constraints which is an important consideration when determining how much work can be 
parallelised. This is discussed further in the future work section. 
 
Furthermore, LLMs need to be able to generate exact graph logic by outputting all the relationships between all 
activities in the conceptual schedule. This can be difficult for these models to do since they were trained and 
fine-tuned to output natural language rather than graph-like logic. However, larger models like GPT-4o and Claude 
3.5 Sonnet show remarkable ability to adapt to new kinds of syntax necessary for sequencing a project.  
 
Figure 6 highlights a section of the conceptual schedule generated for the Interstate project. The activities in the 
schedule are the lowest level components of the WBS, and the LLM has determined in what order these activities 
should be done. This particular step of the pipeline is perhaps the most important to get right as it has implications 
on forecasting dates of key milestones on the project. Also crucial in this area is how to populate the schedule with 
realistic durations for each activity, which requires a lot of reasoning about the type of work being done and in 
what context (e.g. site conditions / amount of material being installed). More work is needed in this area to make 

2 Figures 5 and 6 were created using nPlan’s Schedule Studio software 
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this kind of product reliable across industries. Suggestions for how to do this are discussed in the future work 
section. 
 

 

Figure 6. A subsection of a generated schedule from Schedule Studio for the example Interstate project 
 
In summary, the Schedule Studio pipeline has three core components to take project documentation and generate 
a conceptual schedule. The first step, leveraging OCR and VLMs, extracts the most salient information about the 
project, as well as builds useful summaries of the project to increase the quality of LLM outputs in the rest of the 
pipeline. Secondly, a WBS for the project is created iteratively which provides the first insight into how the LLMs are 
reasoning about what needs to be delivered on the project and how that may be done. This is a natural 
opportunity for planners to get involved in critiquing outputs to align subsequent generations to their expectations. 
Lastly, these key activities can be sequenced to output a first draft of the project schedule in roughly 10 minutes. 
Given the speed of this generation, one could explore alternative scenarios of the project delivery, prompting the 
model to sequence the project differently and end up with a more considered final version of the project plan. 
 

How Schedule Studio solves points of friction in megaproject planning 

The major points of friction and inefficiency in the planning function of major projects have been summarised 
above as: 

1.​ Very large quantities of diverse data need to be sourced, understood, interpreted and actioned on in very 
short timeframes. 

2.​ Certainty must naturally decrease further into the future but projects are necessarily planned as though 
the future is knowable. The difficulty with larger projects is exacerbated greatly by the complexity inherent 
in tens of thousands of lines of schedule. 

3.​ The time constraints and inherent complexity mean that it is exceedingly difficult to look forward 
strategically and plan for different delivery scenarios and to effectively learn lessons to inform future 
projects. 

 
Tools such as Schedule Studio can help address these pain points which could, in turn, lead to a quantum leap in 
improving productivity and efficiency on mega and giga-construction projects. In the following sections, the 
ramifications of generative AI solutions to the major points of friction in planning are discussed in more detail.  

Large Volumes of Data 

The problem of the sheer volume of information which must be accessed and understood in order to apply it to the 
task of generating a construction schedule is perhaps the simplest task for generative AI to provide a solution to. 
Schedule Studio demonstrates  that the advances in Language Models, Retrieval Augmented Generation (RAG), 
Optical Character Recognition (OCR) and Chain-of-Thought-like model reasoning have the potential to improve this 
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pain point dramatically. Building on this capability, the expansion of the parameters and tokens that Language 
Models use to turn inputs into outputs - which has grown by a factor of 1000 in the last 8 years - allows these 
models to both digest and use enormous amounts of contextual information when answering questions. 
 
The ability to digest large amounts of data and produce useful, grounded (high quality) outputs is one dimension of 
the potential AI solution to this problem. The other two dimensions - cost and time - mirror the ‘Iron Triangle’ of 
project delivery. As has been explored the cost of this level of intelligence is dropping dramatically and is likely to 
continue to do so, making this capability ever more readily available.  

Inherent Complexity and Decreasing Certainty 

Whilst AI cannot change the nature of the complexity of construction projects or the fact that certainty must 
decrease further into the future, the emerging ability of generative AI models to reason in a sequential manner 
represent major progress. The most recent generation of reasoning models can break down complex tasks into 
their constituent parts, which enables specially trained generative AI models to produce schedules that are logically 
linked, reasonable in their chains of dependence (e.g. ‘concrete pouring’ must always come before ‘concrete 
curing’), and inclusive of the required project scope. 
 
In fact, the most recent generation of models have utilised a reinforcement learning approach to execute these 
more complex tasks. Reinforcement learning has previously been used to develop models capable of carrying out a 
schedule risk analysis [8]. The applicability of these models to the adjacent domain of schedule risk analysis is 
indicative of the potential value to planning of a well designed and rigorously tested planning tool that leverages 
similar models. 
 
Advances in AI technology enable Language Models to deal with increasingly large volumes of data and to form 
complex relationships from this data. Combined, these capabilities allow AI systems to generate schedules of 
varying depth and detail, as shown by Schedule Studio. This means that these systems will also be able to generate 
plans in a rolling wave manner. Crucially, however, they will be able to explore an essentially infinite number of 
options that meet the contractual requirements by generating schedules iteratively. This ability may open the door 
for progressive proactive iteration of the schedule, only building out the detail when necessary and when future 
events are less at the whims of exogenous shocks. 

Time Constraints & Strategic Planning 

If AI systems can digest and understand large volumes of complex data and then apply logical and hierarchical 
reasoning to produce logical sequences that build up into a coherent construction project schedule then it is logical 
to ask how this technology can be used to not just augment existing workflows but to open up a new paradigm of 
construction project planning. 
 
This paper previously noted that the inherent complexity of larger construction project schedules and the time 
constraints inherent in the reporting cadence of most projects made it almost impossible to routinely engage in 
strategic foresight and test delivery options. Instead, the baseline schedule is executed against until either the 
project ends (at which point the often adversarial delay claims process can take many more years) or delivery slips 
so far behind schedule that scope has to be removed via change order or a rebaselining exercise is carried out. 
 
While the ability to rapidly generate and iterate on schedules will undoubtedly be useful in a re-baselining scenario, 
this technology will likely be utilized to iterate on the schedule on a monthly basis, exploring delivery options and 
being proactive rather than reactive. Given the work in the academic field of Decision Making Under Deep 
Uncertainty (DMDU) that has already been carried out to develop the Dynamic Adaptive Planning (DAP) framework 
- where plans are built to be flexible and to adapt to changing conditions rather than rigid and inflexible - this idea 
already has a sound intellectual footing. 
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Conclusion 

The research outlined in this paper is the culmination of two years of full-time research into the underlying 
technologies that enable AI generated schedules, their applications, and their integration to develop the Schedule 
Studio platform - an end to end solution for using AI to develop construction project schedules from scratch using 
the source documentation.  
The solution presented has demonstrated the feasibility of AI generated schedules and established the current best 
in class performance. The strengths and weaknesses of this technology have been explored and the likely 
technology developments that will enhance AI generated schedules in the near future. 
 
Whilst the current technology is not sufficiently mature to be used on large construction projects today, the 
technology trends make it inevitable that in the near future AI schedule generation technology will reach parity 
with human expertise. This, however, is not a sufficient driver for widespread adoption, and hence development, of 
the technology. The rapidly decreasing cost of intelligence from these models will be the primary driver of further 
development. With thin margins for contractors and high risk for all stakeholders in a construction project, it is 
inevitable that once the technology underpinning schedule generation reaches maturity its low cost will be a driver 
for widespread adoption. 
 
Future work in AI-generative scheduling could focus on several key areas. Integrating resource constraints into the 
scheduling process would enable the creation of more realistic and feasible schedules. This could involve 
developing a feedback loop between the scheduling model and LLMs, allowing for the identification and resolution 
of resource conflicts. Additionally, fine-tuning models on historical schedule data could enhance their ability to 
learn and replicate typical sequencing patterns, leading to improved schedule quality. 
 
Further, leveraging historical data to generate data-driven duration predictions could increase schedule accuracy 
and proactively highlight potential conflicts with contractual milestones. Investigating methods for integrating 
company-specific experience into generative scheduling products would also enhance their applicability and 
effectiveness. Finally, developing techniques for capturing and presenting the assumptions made by AI scheduling 
models could improve transparency and facilitate collaboration between project teams and AI systems. 
 
It is not foreseeable that AI will replace human planners on construction projects, in fact quite the opposite will be 
the case. The acute labour shortage in the global construction industry [7] will ensure that talented planners are 
elevated by AI, rather than replaced. As has been seen in the schedule risk assessment domain [10] the tasks 
executed by planners will move from reactive and process driven to proactive and creative explorations of delivery 
scenarios. 
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